
1. STATIC AND QUASI-STATIC FIELDS 

Abstract — This paper investigates the parallelization of 
the time-periodic finite-element method in nonlinear magnetic 
field analyses of rotating machines. The developed method, 
which can obtain the steady state solutions directly, provides 
large granularity even in the small-scale problems compared 
with the ordinary parallel FEM based on the domain 
decomposition method. Numerical results verify the 
effectiveness of the developed method. 

I. INTRODUCTION 
Transient eddy-current analyses taking into account 

nonlinear magnetic properties frequently require an 
extremely large number of time steps to obtain steady state 
solutions. To accelerate the convergence to a steady state, 
the authors have proposed time-periodic explicit error 
correction (TP-EEC) method and clarified its effectiveness 
in analyzing practical electric machines [1].  

In this paper, as a different approach to further speed up 
the steady state analysis of electric machines, we 
investigate the parallelization of the time-periodic finite-
element method (TPFEM), which can obtain steady state 
solutions directly [2][3], with MPI. The parallel TPFEM 
can be regarded as the parallelization of time-axis direction 
in transient analyses. The ordinary parallel finite-element 
method (FEM) based on the domain decomposition [4]-[6] 
is generally not effective for small-scale analyses. In 
contrast, the parallel TPFEM can provide large granularity 
in parallel computing even in the 2-D problems by treating 
all nonlinear systems of equations at every time step for a 
period simultaneously. In addition, the parallel TPFEM is 
suitable for the analysis which needs a large number of time 
steps such as motors driven by PWM inverters. Numerical 
results that verify the effectiveness of the developed 
method are presented. 

II. METHOD OF ANALYSIS 

A. Formulation of Time-Periodic Finite-Element Method 
A nonlinear system of equations derived from the A-φ 

formulation in a quasi-static field is given by 

fxx =
∂
∂+
t

CS )( ,               (1) 

where x is the unknown vector, and f is the right-hand-side 
vector. S(x) is generally nonlinear with respect to x because 
of nonlinear magnetic properties and C is constant. Here, 
one or half period is divided into n time steps and the θ 

method is adopted for the time integration scheme. The 
linearized equations of the TPFEM are expressed as 
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where Δxi is the increment of xi, Gi is the residual, and the 
subscript indicates the time step. 

B. Parallelization of TPFEM 
The coefficient matrix derived from the TPFEM in (2) 

is nearly block diagonal. To make the best use of the 
distinctive structure, we assign the unknowns to each 
process based on time steps. Fig. 1 shows the example 
when the number of processes is 3 and n = 9. Inter-process 
communication is performed only between processes 
handling previous and next time steps. Therefore, the 
communication data size per process is constant without 
depending on the number of processes. Because the input 
mesh data is the same in all the processes and each process 
outputs torque or eddy-current loss at assigned time steps 
independently, input and output can be parallelized easily.  

For solving the nonsymmetric linear system (2), we 
adopt the BiCGstab2 method [7] and the additive Schwarz 
type ILU preconditioning, in which the ILU preconditioner 
is used as a local solver in each subdomain. In Fig. 1, for 
instance, shaded submatrices are ignored in the ILU 
preconditioning for parallel processing. The convergence 
rate of the additive Schwarz type preconditioning generally 
deteriorates as the number of the processes increases 
because of the ignored submatrices. In the case of the 
parallel TPFEM, however, it is expected that the 
preconditioning effect does not deteriorate seriously due to 
the nearly block diagonal structure of the coefficient matrix. 

III. NUMERICAL EXAMPLES 

Fig. 2 shows the analyzed induction motor. The number 
of elements is 13,198. One period is divided into 256 time 
steps and the slip is set to 1. The number of unknowns for 
the parallel TPFEM is 3,252,480. All the computations 
were performed on T2K Open Supercomputer HX600 [8], 
in which a node consists of four AMD Opteron 8356 
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processors. Fig. 3 shows the time variation of the eddy-
current loss in the squirrel-cage conductor. The numerical 
results obtained from the parallel TPFEM are in good 
agreement with those obtained from the sequential transient 
analysis with the TP-EEC method after 3 corrections. Table 
I shows the performance of the parallel TPFEM, which 
indicates the good scalability even in the 2-D problem. 
Because the convergence rate of the BiCGstab2 method 
does not deteriorate seriously due to the nearly block 
diagonal structure of the coefficient matrix, the total 
number of BiCGstab2 iterations is nearly-unchanged. On 
the other hand, the calculation time of the sequential 
transient analysis with the TP-EEC method is 7,049 sec. 
From the above results, the effectiveness of the parallel 
TPFEM can be confirmed. The parallel speed-up ratio is 
about half of the number of processes as shown in Table I. 
This is because sparse matrix-vector multiplications and 
forward and backward substitutions, which constitute the 
main kernels of the iterative solver, are prominently 
affected by memory throughput compared with the 
performance of processing cores [9].  

As a practical application, we analyze the interior 
permanent magnet (IPM) motor driven by the PWM 
inverter whose dc voltage and carrier frequency are 1000 V 
and 1.5 KHz. Fig. 4 shows the analyzed mesh and applied 
voltage waveform. The amplitude and phase of the 
armature current are set to 750 A and 75 deg. The number 
of elements is 27,680 and one period is divided into 1,024 
time steps. The number of unknowns is 40,850,432. The 
calculation time with 256 MPI processes is 8,979 sec. Fig. 
5 shows calculated total loss. The eddy-current loss in the 
magnet increases significantly due to the carrier harmonics 
compared with the loss when applying sinusoidal voltage. 
The detail of the parallel TPFEM and more numerical 
results will be included in the full paper. 
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Fig. 1. Parallelization of TPFEM.  
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Fig. 2. 2-dimensional meshes of induction motor. 
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Fig. 3. Eddy-current loss in a squirrel cage conductor.  

 
TABLE I Performance of parallel TPFEM in induction motor model.  
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Fig. 4. Mesh of IPM motor and applied voltage waveform.  
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Fig. 5. Comparison of calculated total loss. 


